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This paper proposed a novel automated framework for analyzing and tracking sewer inspection close-
circuit television (CCTV) videos. The proposed model mainly supports the off-site examination and
quality management process of the videos and enables efficient revaluation of CCTV videos to extract
sewer condition data. The study discusses an important module for any automated analysis and defect
detection in CCTV video. It includes two main modules: text recognition and cracks extraction. In the

KeyVl{UrdSI ) ) first module, multi-frame integration (MFI) was applied to reduce the background complexity, time
Multi-frame integration and computational requirements needed for the video processing. Then maximally stable extremal
Sewer . regions (MSER) was used on the grayscale channel and HSV channel to effectively detect all the text
Text recognition . . . .

MSERs edges. Saturation color channel was also applied to verify the detected text line and remove false
CCTV video alarms. In the second module, by utilizing the text information on each frame, the operator’s operation

during the inspection is simulated which would indicate valuable clues about the location and severity
of the cracks. The proposed methodology was validated using a set of video provided by the Korea

Institute of Construction Technology.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Our generation witnesses a data boom in digital contents such
as text, sound, video or images. Besides, there is also a potential
of video-analysis within the decoding of social and cultural
patterns [20]. As a result, there is an emerging need for
effectively turning these data into knowledge which can be
utilized in automated decision support system. Data mining
including several common tasks such as association rule learning
[16], classification [18] and clustering [17] and machine learning
[19] have been received considerable attention from research
and development communities.

As part of an important social urban infrastructure, sewer
pipelines received enormous investments from the governments.
They function as water quality protection, public health protection,
sanitation, rain and drain excess water from rain, melting snow
which will then be diverted to rivers, lakes or seas. However, these
assets are under serious threat because when the sewer pipe get
older, more defects and cracks emerge on its surface [1]. These
defects eventually lead to the sewage system malfunction. An
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appropriate maintenance for the sewer pipe networks is imperative
to ensure their operating efficiency because malfunction could lead
to serious complications to the sewerage treatment plan.
Closed-circuit television (CCTV) is the most prevalent technol-
ogy for inspecting or locating underground structures and defects
maintenance as the setup costs are low compared to other
technologies such as sewer scanner evaluation technology (SSET),
ground piercing radar (GPR) and infrared photo. The robot records
a video of underground pipe’s conditions as it travels through
sewer mains between utility holes. However, it always requires an
operator to control remotely, so it highly depends on their
assessments and evaluation. Also, the inaccurate evaluation of the
sewer condition is expected to happen because of the long-lasting
inspection period could lead to operator’s tiredness. As a result, off-
site reviews using the recorded video is usually performed. Various
computer vision and artificial intelligence approaches have been
utilized to support evaluators in analyzing sewer pipe’s malfunc-
tion on the extracted images from the video [2-4]. Moreover,
ubiquitous computing has drawn public attention in recent years;
it assumed common devices and objects are to be smart computing
devices connected to the Internet and capable of communication
with users, and the other similar devices [21,22]. The concept could
also be considered for the sewer crack detection application,
various type of sensors can be distributed throughout the sewer


http://crossmark.crossref.org/dialog/?doi=10.1016/j.compind.2018.03.020&domain=pdf
mailto:hmoon@sejong.ac.kr
https://doi.org/10.1016/j.compind.2018.03.020
https://doi.org/10.1016/j.compind.2018.03.020
http://www.sciencedirect.com/science/journal/01663615
www.elsevier.com/locate/compind

L.M. Dang et al./ Computers in Industry 99 (2018) 96-109 97

pipe networks, each sensor can communicate with others and
automatically stream the data to the server for analyzing and warn
the user if any serious crack appears.

A text extraction system typically includes three steps: The first
step is localization which focuses on locating text lines followed by
enhancing the quality which aims to increase the text and
background contrast and the text quality for better recognition.
Finally, in the recognition step, optical character recognition (OCR)
engines were used for recognizing the text. Although OCR engines
work best for scanned documents, they do not generate
satisfactory results when the image has poor resolution, low
contrast or too complex background. There have been various
approaches in text detection, two widely used methods are sliding
window classification and connected component analysis (CCA).
The connected component-based methods applied by Koo et al. in
[5], they considered text information as a set of distinct connected
components based on color similarity or spatial layout. On the
other hand, Zheng et al. in [6] applied sliding window classification
approach, the classifier was fed with the positive label windows
which contained text, and they were further categorized into text
areas by applying morphological operations. Existing methods did
solve specific text detection difficulty to some extent but since one
method worked well on the specific type of dataset but became
ineffective on other types because the key issues in text detection
are the background complexity. For video subtitle detection, multi-
frame integration should be considered because it increases the
detection rate. For example, Guo et al. in [7] deployed multi-frame
corner matching to lower the impact of the background on the text.
The usual approaches for these methods were that they applied
text detection on several consecutive frames then used MFI to
verify the text areas. Opitz et al. in [8] used Maximally Stable
Extremal Region (MSERs) as features to extract text or non-text
components and proved that the accuracy was greatly improved
compared to original features; it worked best on images with a
very complex background. Then, Turki et al. in [9] implemented
MSERSs in HSV space color and proved that using HSV color channel
outperformed the original RGB color channel in detecting the text
pixels candidate. This paper investigates MSERs intensified by
extracting edges and connection to refine the text components
generated by the mask.

Previous research on defects detection in sewer pipe focused
on using computer vision techniques such as [10,11]. However,
the sewer pipes were observed in the completely dark
environment, uneven lighting and noises do cause some flaws
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undetected. Recently, Halfawy et al. in [12] presented the optical
flow techniques to estimate the camera motion parameters using
Lucas-Kanade optical flow algorithm which correctly extracted
the frames contained defects. However, this method tracked the
optical flow vectors of two consecutive frames so if the video is
too long; it will take long processing time and affect the overall
performance.

Based on the above analysis and considerations, a novel
approach to extract robust text features from sewer CCTV’s video
was proposed. The main contributions include three aspects.

1. Utilizing multi-frame integration on the extracted frames to
improve the text edges and simplify the background.

2. Applying many computer vision based methods to improve the
text detection including MSERs detection in HSV color spaces
and grayscale, used saturation color channel as a reference point
for the text line verification.

3. Detecting and extracting sewer defects location based on
simulating the operator’s activities using subtitle information.

4. Contributing the images used for training Tesseract OCR and the
trained OCR model.

The remainders of the paper are shown as followed. Section 2
introduces the text detection and recognition for sewer frame-
work. The experimental results are shown in Section 3 and
Section 4 gives the conclusions of the paper and some approaches
to improve the framework in the future.

2. Methodology

As depicted in Fig. 1, the proposed method consists of five main
sections. 1) In the multi-frame integration step, 30 frames were
extracted per second from the input video; then frame averaging
was applied to enhance text edge and reduce background
complexity. 2) Preprocessing the image to improve the detection
and recognition rate. 3) Text detection composed of two steps: text
localization to find the text lines. After that, the text lines were
verified, any false alarms will be removed. 4) Text recognition
consists of two steps, improved the extracted text quality and
trained Tesseract OCR to recognize specific text type. 5) After
collecting all the frames textual information, the model can
simulate the observer’s actions when the defects appear in the
frames by applying the defects extraction module which contains
defects detection and defects extraction.

Text Recognition

Text Detection

Convert to gray scale
& blur

N2

Frame averaging

Extract 30 frames
per second

v

[
[
[
[ Binarization
[
[

v
Morphological
operations

R\
Edges detection

Text localization

Text line
verification

1

i
Improve text H
quality \
1

1

i

1
o)
1

Fig. 1. The proposed architecture for sewer text detection and extraction.
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2.1. Multi-frame integration

Although the CCTV video has many variants, the captions
always appear in several consecutive frames where the back-
ground usually has a slight change as the robot moved in the
underground pipe. The video is recorded at 30 Fps (frames per
second). Thus, multi-frame integration (MFI) method was applied
on a patch of 30 frames, and the MFI technique used in this study
was multi-frame average as shown in Eq. (1)

Average Image;(x.y) = avg (p;(x.y)) M
JjeGi

let p;(x,y) is pixel value of frame j at position (x,y),C; indicates
frame cluster i contains frames between i and i+ 29.

Fig. 2 shows two examples of multi-frame averaging. Fig. 2(a)
shows the frames before applying multi-frame integration
technique, the background behind these images is quite complex
and contains many edges which are easy to confuse the text
detector. However, after applying the multi-frame averaging, the
background complexity was vastly reduced as presented in
Fig. 2(b).

2.2. Preprocessing

Because of the completely dark environment inside the
drainage system, the robot was equipped with halogen lamps to
brighten the environment. However, these lamps could reduce the
recognition rate because of the uneven lighting condition in the
video. Thus, preprocessing steps are mandatory to increase the
detection rate of the text detector and recognizer.

Firstly, the image was divided horizontally into two equal
parts, and only the part which contained text was kept. After that,
it was transformed into HSV (hue, saturation, value) color space to
separate the color components from their intensity. Then each
color channel was converted to grayscale, and Gaussian blurring
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using a 3 x3 window was applied to remove noises of the
grayscale image.

Since the images were captured under a dark environment, the
histogram value for the low brightness was dominant. As a result,
histogram smoothing was utilized to maximize the contrast by
redistributing the brightness (brightness) distribution within the
biased image and made it easy to extract the important features
that were difficult to extract in pitch-dark images.

After that, they were converted into a binary image. The
purpose of binarization is to categorize each pixel value into two
classes. If the pixel value is higher than a minimum value, it is
considered to be in one class (usually white); else it is given
another class (usually black) because the images had varied
illumination in different areas and contained noises in the caption
area due to the lighting conditions. In this case, adaptive
thresholding which calculated the minimum value for small
image areas was applied. Separate thresholds were set for distinct
areas of the image, and it obtained better outcomes for images
with varying lighting.

Then morphological transformations were applied on these
images, which include some operations based on the image’s
features. The structuring component contains a minor set of pixel
neighborhoods which define formation and magnitude for the
operator. Morphological operators examine the structuring
components by fixing them into the items. For example, a
structuring component which has particular extent and alignment
was used to divide the text-like shape into binary photos.
Formation, extent, and alignment properties of the structuring
components can be chosen using the image object’s properties.
Primary morphological operators are merged to generate sophis-
ticated operations like edge, contrast improvement, and image
division. Two most commonly used operators are erosion and
dilation. As defined in (2) and (3),

[es(f)](x) = minf(x + b) 2)
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Fig. 2. Sample images before and after applying multi-frame averaging: (a) Without multi-frame averaging. (b) With multi-frame averaging.
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[8a(F))0) = maxf (x + b) 3)

with ¢p(f) is the abrasion of image f by using structuring
component B while 8g(f) denotes the image f enlargement using
structuring component B.

Finally, edge candidate detection was applied because the text lines
had more edges than the background so horizontal and vertical edges
for each channel were discovered by applying Sobel edge detection.
After that, horizontal and vertical edges in each channel were merged
to intensify the connection between edges which leads to the
detection rate the improvement. The area of detection in this step will
be improved in the next step by using the masks based MSERs.

2.3. Text detection

After completing previous preprocessing steps, maximally
stable extremal region (MSERs) was used for text detection.
MSERs was originally suggested by Matas et al. in [13] to spot
similar elements from two images which have a different
viewpoint, MSERs discovered steady connected areas through a
scope of thresholds. Almost all the characters despite poor
resolution could be detected using MSERs. Recently, Turki et al.
in [9] detected the multi-channel MSERs as character candidates.
As depicted in Fig. 3, this research explored the advantages of
applying MSERs in HSV space color, and grayscale to refine the
coverage text area and any false alarms will be removed.

2.3.1. Text localization
e MSERs masks in HSV color space

The result after completing previous preprocessing steps was
three binary edge images for three color channels. They became

the input for the following two processes. In the first process, three
binary edge images were merged to create a combined binary edge
image. During the second process, MSERs was used to detect text
blobs in each binary edge image because it is important to detect
text edge in multi-channel of space color.

Finally, binary edge images and MSERs in HSV color channels
step were merged to create a combined edges image. However,
some letters were not detected as some regions were unstable, so
MSERs on the grayscale level was used to achieve a higher
possibility to detect more characters’ candidates.

e MSERs mask in grayscale level

As pointed out by [9], MSERs was very good for grayscale text
detection so to detect more text regions that previous MSERs on HSV
channels missed, MSERs has used again on the gray level image.

At the end of this step, the pixels between the combined
edges image and MSERs in the grayscale level image were
intersected to get only the text region pixels. Then bounding
boxes around each region is reflected back to the original image
as the final localization result in Fig. 4(c).

2.3.2. Text line verification

After completing the text localization step, all possible text lines
were found. However, in Fig. 4(c), many noises were detected
mainly due to the illumination and lighting conditions where the
images were captured. Possible noises were removed using four
conditions which validate the region as text or non-text as depicted
in Table 1.

The above processing step did not cover all cases in the text line
verification. Fig. 5(c) shows an example image which contains
noise, but some are quite similar to the text lines, and we cannot
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Fig.4. Localization results. (a) MSERs in HSV merged with Edges detection in preprocessing step, (b) Result from intersecting the pixels of MSERs in grayscale and pixels of (a),
(c) Final text localization result (blue bounding box). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
Text line verification conditions.

Name Example

Condition

Contour size

Calculating the contour area of the text line.

The valid contour area is between 10 and 5000.

Using the contour area of the text line, the width, and height of the surrounding rectangle.

Occupancy rate = Gontour_area

Width:Hleight

The valid rate is between 0.0025 and 0.95.

Utilizing the width and height of the surrounding rectangle.
Aspect ratio =

Height
Width

[ The valid rate is between 1.5 and 25.

Occupancy rate Width
Height l

Aspect ratio Wwidth
Height W

Compactness O
/ \\
y.9

Calculating the surrounding circle area and contour area
Aspect ratio
The valid rate is between 0.005 and 0.95.

_ __Contourarea
Area of the circle

remove them with just the above step. As a result, another
processing step which used the saturation channel of the image
was conducted, Fig. 5(b) shows the saturation channel extracted
from the original image; it shows text region has more white pixels
than the other region in the image. We used this to remove false
text lines which had similar properties to the right one. The result
before applying this method is shown in Fig. 5(c) and after applying
the method is shown in Fig. 5(d).

2.4. Text recognition

In this research, the caption information from CCTV images is
recognized by using the Optical Character Recognition (OCR) and
template matching. Although the numbers of Korean letters in the
subtitles were huge, the variation of them was limited; the Korean

letters used in the video had a fixed number of characters so to
increase the detection performance, template matching method was
utilized. Since the numbers and type of alphanumeric characters
were varying depend on the robot’s configurations, the recognition
phase was performed using the Tesseract OCR [14] engine.

2.4.1. Korean characters recognition

There were three types of Korean subtitles (project name,
drainage type, location) in CCTV images as described in Table 2,
each template is accompanied by its Canny edge detection result.

Template matching compares the template against the co-
occurred spots size w*h. The similarity was calculated by the
Normalized Correlation Coefficient matching method in Eq. (4)
where [ is the image, T refers to the template and R is the result. The
sum-up is done for the image spot: X' =0 ... w—1,y =0.h — 1.The
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Fig. 5. Text line verification using saturation channel. (a) Original image, (b) The saturation channel (c) Text lines detection results (blue bounding box) and (d) Results after
applying text lines verification. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 2
Example of Korean character templates.

English name

Template

Project name

Location

Drainage type

captions will be recognized when the matching degree of the
extracted captions and the template is higher than the threshold
value.

D ey TEY)I(x+X.y +Y))
Ve, T2, x4 X,y +y)?

There is one problem with the matching template is the
sensitivity to the template and the image size, if the Korean
character’s sizein the template were a little smaller or bigger than the
Korean letters in the image, there would be a high chance that the
template matching method could not match the letter. Thus, to
overcome this problem, the multi-scale method was applied. It
includes three steps:

R(va) =

(4)

o Iterating on the source image at numerous scales which aims to
reduce the image size progressively.

e Utilizing template matching and following the match which has
the highest correlation coefficient.

e Finally, select the area which has the highest correlation
coefficient and labels it as “matched” area.

2.4.2. Alphabet and numerical recognition

Optical Character Recognition (OCR) is a leading-edge technol-
ogy that enables text recognition by extracting text from a printed
document or handwriting. In this research, the OCR was used for

English and numerical caption recognition based on Google's
Tesseract Application Programming Interface (API).

To recognize the subtitle information in the detected text lines,
they had to be converted to a binary image. However, some images
contain noises at the subtitle area due to the illumination, lighting
conditions, etc. which lowered the recognition rate. In this case, fixed
binarization is difficult if one threshold value was fixed for the entire
image. Therefore, adaptive thresholding is applied to perform
binarization on the corresponding textline. If the word is found in the
page layout, it recognizes the word. On the other hand, when the
recognition fails, recognition is repeatedly attempted through word
pass 2 to improve the success rate. If the recognition is successful by
performing the word pass 2, the word is recognized by fixing the
height of the subtitle and the interval between the words and fixing
Bigram between the words. Although Tesseract had its preprocessing
step, it is extremely sensitive to background noise because adaptive
thresholding is used for removing noise and background in the
Tesseract API, and the subtitle recognition rate is remarkably
degraded in case of a noisy image. Therefore, we applied
preprocessing process to remove noise of sewer CCTV images by
applying preprocessing steps as described in the previous section
before feeding them into Tesseract. To improve the recognition rate
of CCTV subtitling information of sewer pipes, OCR engine was
trained by two types of font including 250 images for the first type
and 400 images for the second type with the background removed.

Table 3 shows that before the font training, there were many
cases in which the background and characters were well separated
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Table 3
Example of recognition results after learning font information.

Before learning font information

After learning font information

Image Recognition Result

404

14 06 M4 04
A D5 MA 04
m 1165
1700 e

A 04

MA 05 MA 04
A 05 MA 04
UGS -
1700 o

but mistakenly recognized the character to other characters.
However, after training the Tesseract with two font types, almost
all the characters were recognized correctly.

The Tesseract training process includes the following steps.

e Creating the box file

The file contains all the letters in the training file, in sequence,
each letter per line along with the bounding rectangle’s coordinates
of the letter.
e Generating a set of all possible characters

Based on the character information processed by the boxing
process, a set of all possible characters is generated then a learning
dataset is constructed.
e Prototyping through clustering

From the constructed learning image, a prototype of the outline
feature prototype of all characters and the number of features

expected by the characters are generated.

e Generating directed acyclic word graphs

Finally, a dictionary of frequently appearing words is registered,
and the subtitle font learning of the CCTV image is completed.

2.5. Defects extraction

After the text detection and recognition step, the textual
information for each frame is extracted. By utilizing it, the
observer's reaction when the defect appears can be simulated and
tracked.

2.5.1. Defects detection

When the operator inspects potential cracks inside sewer
pipeline, if the defect is detected, the robot stops moving or moves
a little backward, then the mounted camera attached on the robot
was used to inspect the cracks at various angles carefully. As a
result, the “Travel distance” information remains the same (red
box) at a period (usually over 3 s) as shown in Fig. 6.

However, due to possible noises, the recognition module
can recognize wrong “Travel distance” or at worst completely
misrecognize it. So it is very difficult to depend solely on the
text recognition module for defects detection. As a result,
this study proposed a new method for defects detection,
firstly, all the frames in the video were extracted then on each
frame the distance information was recognized. Also, the
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Fig. 6. Sample detected crack example; the robot stops for 6 s from (09:40:11 to 09:40:16). The red box indicates the “Travel distance” is the same. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

distance begins, and end position was calculated by using
OpenCV CAP_PROP_POS_MSEC variable which returns the
frame location in milliseconds. Although the recognizer may
misrecognize the text information in some frames, other
frames still be recognized correctly, so that is the reason for
calculating begin position and the end position for each
distance if the robot stops for more than 4 s which means the
period between beginning and stop position must greater than
4000 milliseconds. The information including distance, the
distance begin position and end position were extracted as
shown in Algorithm 1. The output of the algorithm is a list of
crack for extraction in the next step.

Algorithm 1. Defects detection

1: Initialize the parameters crack_collection;

2:  For distance x in distance_collection do

3 start_position = getBeginPosition(x)

4 stop_position = getStopPosition (x)

o If stop_position - begin_position > 4000 then

6: Add x, begin_position, stop_position to crack_collection
7 End If
8:  End For

2.5.2. Defects extraction

In this step, each crack in the crack collection from previous step
will be extracted by using algorithm 2. At the end of this step, a list
of frames f contained defects are extracted.

Algorithm 2. Defects extraction

1. For crack c in crack_collection do

2 Set video start time to start position of ¢
3 ‘While start time < stop position of ¢

4: f=read frame from video

5: Extract f

6 End while

7:  End for

3. Experimental results
3.1. Dataset and evaluation method

In this research, we used the sewer CCTV video obtained from
the Korea Institute of Construction Technology. These records were
taken by the robot, to inspect the underground sewer pipes line.
The duration of the video is from 1 to 15 min, whereas the subtitles
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are printed on the CCTV video, they contain crucial information for
further investigation as shown in Fig. 7 such as travel distance,
sewer pipe ID, date and time of inspection, type of sewer.

3.1.1. Image acquisition

Underground sewer pipes images were acquired by utilizing a
commercial Robo Cam 5 (Tap Electronics Ind. Co., Ltd). It is
equipped with 1/3in. SONY Exmor CMOS camera module which
captures 360° endless rotations and 240° side view up/down
tilting. It has powerful halogen lamps to capture the images/videos
in varying lighting condition. This robot is used to identify and
locate any damages in underground pipes.

3.1.2. Dataset details

Subtitles in the sewer CCTV video/image includes the type of
sewer pipe, location of the image acquisition, and the diameter of
sewer pipe. They are the most crucial information for the
investigation and management of the sewer pipe condition.

The proposed method was evaluated by two custom dataset
extracted from sewer CCTV video; the detail description is shown
in Table 4.

The evaluation protocol used in this study was recommended
by Wolfetal.in[15]. The approach shows the object level precision
and recall using detection quality restraints. Both amount and
feature of detected bounding box matches were calculated for
entire testing data. The assessment is calculated by Precision,
Recall, and F-measure as followed:

ZLZ{DWMD (Dli‘7 Gi)
> ID

Precision =

)

ZLZ{GWMG (GJI:’Dl)
SAIG

Recall =

Precision x Recall

F =2X
measure Precision + Recall

(7

where N is the number of data. |D| and |G'| are the amount of
detected and ground truth rectangles in image i-th. Mp <D}, Gi) and

Table 4

Dataset description for text detection and recognition.
Dataset Training Testing Total
Simple background 250 100 350
Complex background 400 300 700

Mg (G}D') are the matching scores for detected rectangle D; and

ground truth rectangle G;. Two rectangles are judged as equal when
their intersection proportion is greater than a fixed threshold,
which manages the matching quality. The threshold for one to
many matching was set to 0.8 for simple background dataset and
0.6 for complex background dataset because it is hard to detect the
bounding box correctly.

The recognition performance was measured by the number of
correctly recognized letters; it is defined as:

€]

WRA ] (8)
where C indicates the amount of correctly recognized letters and T
is the number of ground truth letters.

3.2. Text detection and recognition on simple and complex background
dataset

3.2.1. Text detection

The proposed model was implemented on two types of the
dataset to measure the performance of the text detection module.
The dataset with simple background contained 100 images
whereas dataset with a complex background and various lighting
conditions included 300 images.

e Simple background dataset

As explained earlier, template matching was used to recognize
Korean letters, so only alphabetical and number were to be
processed. Fig. 8 shows some examples of the results after we
applied the text detection module. The module successfully detected
all the text lines in the image. However, the system hardly detected
the letter “m” because its tail had no text border and the background
behind was similar to the text itself so when binarization was
applied, the model considered it to be the background.

Date of
Inspection
T

Travel .

Distance i

Type of
- Sewer pipe

Sewer S

Pipe ID

Sewer /,

System

Driving

direction

Fig. 7. Detailed description for the sewer CCTV video.
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e Complex background dataset

Fig. 9 shows examples of the results on the complex
background after applying the text detection module. It success-
fully detected the text lines in the image even though in some
images the background was quite complicated.

Figs.10 and 11 show the overall evaluation for the text detection
module; we achieved high performance on both types of dataset.
The dataset with a simple background and applied multi-frame
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integration method has 97% precision and 90% recall rate which
lead to the high F-measure at 93% whereas the overall F-measure
decreases to 90% without MFL. In case of the dataset with a complex
background, the recall is 85%, the reason for the low recall is that
many images in this dataset have the complex background or
contains text which is similar to the background. Although various
method had been applied, the model still misrecognized some text.
However, the precision is at 87% which means the detector detect
most of the text with a small number of false alarms.

Fig. 8. Example of successfully detected text lines on the simple background (blue bounding box). (For interpretation of the references to colour in this figure legend, the

reader is referred to the web version of this article.)
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Fig. 9. Example of successfully detected text lines on the complex background (blue bounding box). (For interpretation of the references to colour in this figure legend, the

reader is referred to the web version of this article.)
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Fig. 10. Performance comparison between applying and not applying MFI on simple background dataset.
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Fig. 11. Performance comparison between applying and not applying MFI on complex background dataset.
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Fig. 12. Template matching results on a dataset with complex background.
(a) Image size (640 x 480) and (b) Image size (720 x 480)

Table 5
Accuracy for alphabet and number recognition on simple and complex background
dataset.

.
] Image =@ X ] ] Image

Dataset Accuracy
Simple background 94%
Complex background 87%

3.2.2. Text recognition on Korean letters

The threshold for matching on simple background dataset was
0.85 and 0.7 for complex background dataset. They were chosen
based on the similarity and complexity between the background
and text. Fig. 12 shows two examples of the template matching
results on different image size (640 x 480) and (720 x 480). The
matching method still worked well with the different image size
and complex background. The matching result for Korean letter on
simple background dataset was 100% while it was 93% on complex
background dataset

(= [ i)

1ISES1NE2 8

(b)

; ; 15512 14
G=DSE01£175 NS Y%013:38p47
1755 FEREET | 1350‘ HP 8.

Start the
investigation

ZARA)ZL

Fig. 13. Korean text for “start the inspection” in the video frame.

3.2.3. Text recognition on alphabet and number
Table 5 describes the recognition accuracy for simple back-
ground dataset and complex background dataset at 94% and 87%
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Number of frames before and after applying Multi-frame integration.

107

Video ID Video length (Seconds) Total extracted frames Frames after detecting “start of inspection.” Total frames after applying MFI
1 682 20483 18234 607

2 675 20245 16681 556

3 418 12532 11125 370

4 303 9108 8312 277

5 526 15795 14963 498

6 680 20404 16325 544

7 563 16889 14823 494

8 597 17910 15121 504

9 639 19164 19164 638

10 1304 39099 39099 1303

Table 7 frame then all frames after the detected frame was extracted. On

Sewer video subtitles detailed description.

Video ID  Inspection Sewer pipe ID Diameter Travel distance Type
date

1 15-11-27 GDS012169 1400 000 m- HP
GDS012180 >052m

2 15-12-07 GDS011531 1700 000 m- HP

>047m
3 15-12-16 GDS010622 1300 000 m- HP
>027m

4 15-11-27 GDS010707 1300 000 m- HP
GDS010708 >041m

5 15-12-24 GDS012126 1300 0m->41m HP
GDS012127

6 15-12-28 GDS012129 1600 0Om->63m HP
GDS012130

7 2015-11-28 GDS010283 1300 0Om->48m HP
GDS010284

8 2015-11-30 GDS010333 1300 0m->42m HP
GDS010290

9 15-11-25 GDS011365 1400 0m->47m HP

10 15-11-27 GDS011313 1300 0m->58m HP

respectively. The recognition performance on the simple back-
ground was better than complex background dataset. Even though
we used various preprocessing steps and trained the recognition
model, some images had complex background and illuminations
that the model could not recognize correctly.

3.3. Text detection on CCTV's recorded video

In addition to the experimental results above, detection and
recognition system were further applied to ten videos to clarify the
effectiveness of the multi-frame integration technique.

Because the robot started the recording on the ground before it
was placed in the sewer underground, the model only needs to
start extract frames when the robot was in the sewer. Thus, the
frame which contains “start the inspection” subtitle as shown in
Fig. 13 was searched. If it detected the “start the inspection” in one

the other hand all video frames will be extracted.

All the videos were recorded at 30 frames/s on the different
sewer system. The information regarding the length of the video,
the total of extracted frames, the number of frames after detecting
the “start of inspection” Korean text and the number of frames
after applying multi-frame average are described in Table 6.

The subtitle information is described in Table 7. In each video,
only the travel distance change while other information stays the
same for all the frames. We also select two videos (Video ID 7 and
8) as shown in Fig. 14 which have a different font than other videos
to check if Tesseract OCR can recognize the text information.

The subtitle detection method was used on each video, and
multi-frames integration was implemented. The ground truth
labels were hand-generated, then they were used for comparing
with the detected bounding boxes. The results were shown in
Table 8.

Table 8 proves that using multi-frame average technique
significantly reduced the wrongly detected boxes and simulta-
neously increased the accuracy. As the enhancement of the
background quality improved the differences of low-resolution
text, at the same time blurred the background which made text
detection much easier. Also, the detection module can detect text
boxes in the video which have small differences in text font and
text format.

3.4. Defects detection and extraction on CCTV’s recorded video

In this section, a comparison between the model defects
extraction module and the report manually assessed and evaluated
by the observer are conducted to test the model reliability. The
same videos from the previous section were used for testing.
Table 9 shows the number of defects / no defect by our prediction
and in the report.

Accuracy = 5 Tp+Tn =91%
P

Tn+Fp+Fy

Fig. 14. Video which has different font and format than another video in the dataset.
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Table 8
Text detection results on ten videos.

Total text boxes Detected False alarms
46328 41058 5270
Table 9
Sewer video subtitles detailed description.
Prediction
Defects No defect
Report Defects 85 (TP) 6 (FN)
No defect 33 (FP) 342 (TN)

.. Tp
Precision = ————— = 72%
Tp+Fp ¢

Tp
Reca” = m = 93%

The overall defects detection accuracy for ten videos is over 90%,
which proves that the method successfully detects nearly all the
defects comparing to the report, the recall rate is at 93% which indicates
that only six defects are not recognized correctly. On the other hand,
the precision is quite low at 72%, after carefully investigating the
video and report, in some rare occasion, the robot stops, but there are
no defects to check, it is due to the operator’s control.

4. Conclusion

A novel text detection and recognition and defects extraction
approach for underground sewer CCTV videos is introduced in
this paper. Since most of the previous research have only focused
on extracting the cracks by computer vision method, the
proposed system focused on extracting them from textual
information from sewer CCTV video. In text detection and
recognition module, the combination of multi-frame integration,
various processing steps and MSERs to extract the text edges
make the method a truly robust one. The low false alarms rate will
ensure the method provide accurate information for the real
sewer analyst application. Moreover, this study also did the
detection and recognition of Korean subtitles by applying multi-
scale template matching method. The detection module obtained
single-line text instead of text region contains multiple text lines,
which benefit the recognition module. Although the study is
designed mainly for detecting and recognizing text in sewer
CCTV’s videos, it works properly for most of the complex
background videos. In the defects detection and extraction
module, it utilizes the previous module and some unique
attributes of the subtitle in the video to simulate operator’s
actions when the defect appears.

The proposed approach has been validated using a set of actual
CCTV videos and images dataset extract from the sewer videos. For
the simple and complex background dataset, the detection F-
measure rate was at 93% and 77%, respectively while the
recognition accuracy for simple background dataset was 94%
and 87% for complex background dataset. On the other hand, for
recorded sewer CCTV videos, the false alarm detected text lines
after apply MFI was significantly reduced whereas the accuracy for
defects extraction was at 91% for ten testing videos.

At its current implement status, the system serves two main
purposes: (1) off-site checking and quality management process of
the videos; and (2) enable efficient reevaluation of extracted videos
to extract useful data. In the future, the system will be able to cope
with live video streaming instead of recordings, thus assists the
operators during the inspection process and overcomes issues
related to operator fatigue and inadequate training.
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