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ABSTRACT

In this paper, we introduce a new prediction model depend on
Bidirectional Gated Recurrent Unit (BGRU). Our predictive
model relies on both online financial news and historical
stock prices data to predict the stock movements in the
future. Experimental results show that our model accuracy
achieves nearly 60% in S&P 500 index prediction whereas
the individual stock prediction is over 65%.
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1 INTRODUCTION

Stock market prediction is always a challenging task because
it is highly dynamic. Several methods have been deployed to
forecast the future direction of the stock market. One of the
most significant factors impacts human’s reaction in the stock
market derived from news articles. Recently, the number of
online news have risen dramatically. As a result, investors find
it difficult in updating the latest information. So automated
systems should be developed and they will hopefully be useful
for investors. For examples, if the direction of selected stock
is predicted to be ”up” in the next 24 hours, investors can
buy stock or make a good trading action.
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Sequence classification is a predictive modeling problem
where you have some sequence of inputs over space or time
and the task is to predict a category for the sequence. In
this paper, we deal with the problem of classification each
article into a set of predefined sentiment categories (i.e. stock
price ”up” or ”down”). Facing with the variety of available
data sources is difficult, the sequences can vary in length,
be comprised of a very large vocabulary of input symbols
and may require the model to learn the long term context or
dependencies between symbols in the input sequence. The
collection of data is huge, while the importance of the data
and the potentially complex non-linear interactions in the
data are not specified by the financial economic theory. In
fact, this results in an excessive of predictive models, many
with little theoretical justification and subject to over-fitting
and poor predictive out-of-sample performance. In recent
years, deep neural networks (DNNs) have achieved numer-
ous successes in various domains such as speech recognition,
computer vision and natural language processing. Thus, re-
searchers have already applied some DNN models to train the
features extracted from the news articles and historical stock
prices such as in [9] and [20]. Previous work using DNNs
have proven to be effective on forecasting the stock prices.
However, these features do not capture the structural relation.
For example, giving the event of ”Microsoft sues Apple for
violating its intellectual patent”. If we use only terms ”Mi-
crosoft”, ”sues”, ”Apple”, it is difficult to accurately predict
the price movement of Microsoft and Apple stocks because
the system cannot differentiate between the accuser and the
defender.

During the past few years, deep neural networks (DNNs)
have achieved enormous successes in many data prediction
models - speech recognition, computer vision, natural lan-
guage processing to name but a few. In this paper, we are
going to apply deep learning methods to financial data to
predict the price movements.

For decades, the stock market prediction has merely fo-
cused on historical data. Researchers applied many algorithms
such as Moving average, Multiple Kernel Learning, Support
Vector Machines and other techniques to analyze the stock
market behavior. Although they had a promising result, these
approaches are difficult to predict the market accurately be-
cause the researchers tried to predict the stock market from
historical prices.

To address the above limitation, we introduce deep learn-
ing hierarchical decision Bidirectional Gated Recurrent Unit
(BGRU) models for financial prediction and classification
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problems. The deep learning predictor has a number of ad-
vantages over traditional predictors, which include

• Input data can be extended more related items of
possible relevance to the stock prediction,

• Non-linearity and complex interactions among input
data are considered, which can help growing in-sample
fit versus traditional models,

• More easily prevent over-fitting.

The experiments are conducted on a large-scale financial news
dataset collected from Reuters and Bloomberg websites. Our
experiments examine the influence of the news on predicting
the polarity of the stock change in each time interval. In
addition, our model had an improvement in the accuracy
on both the Standard&Poor’s 500 (S&P 500) stock index
prediction and the individual stock prediction.

This article is arranged as follows. Section 2 discusses
previous work. Section 3 explains the details of our approach
and proposed method. Section 4 shows the experimental
results and analysis. Section 5 delivers a brief discussion
about conclusions in this research.

2 RELATED WORK

So far, there have been two different approaches in classifying
documents. The first approach is to assign a class to the
article manually by experts opinions in the content of the
article. Although the successful rate is a bit higher by using
this method, processing a large number of articles will be rel-
atively hard by using only humans efforts. In the other hand,
the second approach assigns labels to articles automatically
according to their effects on the stock prices. The latter is
less accurate than the former because sometimes, the stock
prices change does not indicate the actual label of the article.
For example, although the article implies that the stock price
will increase, global finance crises may cause a drop in the
stock price.

Machine learning is an active research area that attracts
increasing interest. A large number of papers have shown
that supervised machine learning models such as Genetic
Algorithms [16], Random Forests [17],[25], Support Vector
Machine [15], [8], [10] and Artificial Neural Network [11],
[21] were effective in predicting the trend of the stock prices
based on time-series price data, owing to their ability to han-
dle non-linear systems. However, most of them still not had
satisfactory results with a high accuracy and stable perfor-
mance on stock prediction [1]. Traditionally, neural networks
have mainly been used in time series data for the forecasting
purpose, such as in [4, 24]. Due to the shortage in training
dataset and computing power back then, shallow neural net-
works were implemented for various types of features such
as historical prices, trading volumes in order to predict the
future stock yields and market returns.

In recent years, we have seen a significant increase in the
adoption of the data extracted from the websites and social
networks in an attempt to create better stock predictive
models. So far, there have been two different approaches in
classifying documents. The first approach was to assign a

class to the article manually by the experts opinions about
the content of the article. Although the successful rate was
higher by using this method, processing a large number
of articles will be extremely hard by using only humans
efforts. On the other hand, the second approach assigned
labels to the articles automatically according to their effects
on the stock prices. The latter was less accurate than the
former because sometimes the stock prices movements did
not indicate the actual label of the article. For example,
although the article implies that the stock price will increase,
global finance crises can cause a drop in the stock prices.
Many new methods have been proposed to explore additional
information (mainly online text data) for the stock forecasting
such as financial news [9, 26], twitters sentiments [23], micro
blogs [3]. [26] proposed semantic frame parser to convert
from sentences to scenarios in order to detect the (positive
or negative) roles of specific companies while support vector
machines with the tree kernels was used as the predictive
models. Moreover, [9] proposed the use of various lexical and
syntactic constraints to extract event features for the stock
prediction, they investigated both linear classifiers and deep
neural networks as their predictive models. Most recently,
[20] used DNNs in predicting the future stock movements
based on the extracted features. Therefore, deep learning fits
perfectly to the the challenge of stock market prediction, and
provides a new valuable approach to this field.

3 PROPOSED METHOD

In this section, we wil provide a brief description of Recur-
rent neural network (RNN), Long-short-term-memory model
(LSTM), Gated Recurrent Unit (GRU) and explains our
proposed BGRU model.

3.1 Preliminary

RNN is in the family of neural network which operate on
sequential data. They take sequence of vectors (x1, x2, ..., xn)
as input and extract another sequence (h1, h2, ..., hn) that
represent some information about the sequence at every step
in the input. Especially RNN handles the variable-length
sequence by having a recurrent hidden state whose activation
at each time is dependent on that of the previous time.

Traditionally, the update of the recurrent hidden state ht

is implemented as

ht = g(Wxt + Uht-1 + b) (1)

Where g is a smooth, bounded function such as a logistic
function or a hyperbolic tangent function. At each time t
step, the hidden state ht is a function of the input vector xt

that the network receives at time t with its previous hidden
state ht-1 and bias b.

Though RNN have been proved successful on speech recog-
nition and text generation tasks [18], a problem with RNN
has been observed by [13], they stated that it was difficult
to train RNN model to capture the long-term dependencies
because the gradients tend to either vanish or explode.
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LSTM which was proposed by [14] is a particular form of
recurrent network which provides a solution by incorporating
memory units. This allows the network to learn when to
forget the previous hidden states and when to update the
hidden states with new information. Models with hidden
units with varying connections within the memory unit have
been proposed in the literature with great empirical success.

The LSTM unit at each time t step is a collection of vectors
in Rd: an input gate it, a forget gate f t, an output gate ot, a
memory cell ct, and a hidden state ht. The LSTM transition
equations are as following:

it = σ(W (i)xt + U (i)ht-1 + b(i)) (2)

f t = σ(W (f)xt + U (f)ht-1 + b(f)) (3)

ot = σ(W (o)xt + U (o)ht-1 + b(o)) (4)

ut = tanh (W (u)xt + U (u)ht-1 + b(u)) (5)

ct = it
⊙

ut + f t

⊙
ct-1 (6)

ht = ot
⊙

tanh(ct) (7)

Figure 1: A LSTM network.

Where xt is the input at the current time step, σ denotes
the logistic sigmoid function while

⊙
denotes element wise

multiplication. Unlike to the traditional recurrent unit which
overwrites its content at each time step, the LSTM unit is
able to decide whether to keep the existing memory via the
introduced gates. Intuitively, the forget gate controls the
extent to which the previous memory cell is forgotten, the
input gate decides what new information is going to update,
and the output gate controls the exposure of the internal
memory state. Figure 1 illustrates the LSTM network 1.

A slightly more dramatic variation on the LSTM is the
GRU proposed by [5]. It combines the forget and the input
gates into a single “update gate”. It also merges the cell
state and the hidden state and makes some other changes.
GRU model is simpler than the standard LSTM models but
it performs similarly and is often faster [7]. The internal
mechanics of the GRU are defined as:

zt = σ(W (z)xt + U (z)ht-1 + b(z)) (8)

rt = σ(W (r)xt + U (r)ht-1 + b(r)) (9)

h̃t = tanh (Wxt + rt
⊙

Uht-1 + b(h)) (10)

ht = zt
⊙

ht-1 + (1− zt)
⊙

h̃t (11)

1source: colah.github.io/posts/2015-08-Understanding-LSTMs

Where an update gate zt, rt is a reset gate and the candidate
activation h̃t. Figure 2 illustrates the GRU network.

Figure 2: A GRU network.

3.2 Proposed BGRU model

In this part, we introduce the BGRU networks. The idea
behind BGRU is the idea of bidirectional recurrent neural
network in [2, 22]. The BGRU presents each training se-
quence forwards and backwards to two separate recurrent
nets, both of which are connected to the same output layer.
The equations for this network is as follows:

Forward:

�zt = σ( �W (z)xt + �U (z)ht-1 +�b(z)) (12)

�rt = σ( �W (r)xt + �U (r)ht-1 +�b(r)) (13)

�̃ht = tanh ( �Wxt + rt
⊙

�Uht-1 +�b(h)) (14)

�ht = �zt
⊙

ht-1 + (1− �zt)
⊙

�̃ht (15)

Backward:
←−z t = σ(

←−
W (z)xt +

←−
U (z)ht-1 +

←−
b (z)) (16)

←−r t = σ(
←−
W (r)xt +

←−
U (r)ht-1 +

←−
b (r)) (17)

←̃−
h t = tanh (

←−
Wxt + rt

⊙←−
U ht-1 +

←−
b (h)) (18)

←−
h t =

←−z t

⊙
ht-1 + (1−←−z t)

⊙ ←̃−
h t (19)

Figure 3: A BGRU network.

The representation of a word: ht = [
←−
ht,

−→
ht] For a given

sequence (x1, x2, . . . , xn) containing n words, every word at
time t is represented as a d-dimensional vector and a forwards
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GRU computes a representation h̃t of the left context of
the sentence. We add more backwards GRU to compute a
representation of the right context h̃t. The representation
of a word using this model is obtained by concatenating its

left and right context representations, ht = [
←−
ht,

−→
ht]. These

representations effectively include a representation of a word
in context, which is useful for numerous tagging applications.
This could update more useful information for a specific time
frame. Figure 3 shows the BGRU models.

3.3 Word embedding

In this paper, we mapped each article(news) into a real
vector domain, a popular technique when working with text
called word embedding. We used the recent word embedding
methods [19] to choose the effective features from the online
financial news dataset. This is a technique where words are
encoded as real-valued vectors in a high dimensional space,
the similarity between words in terms of meaning translates
to closeness in the vector space. The results shown that the
features derived from financial news were effective and they
significantly improved the prediction accuracy compared to
the system that only depends on the historical prices.

3.4 Dropout training

We applied a dropout mask [12] in our models. The key idea
was to randomly drop the units (along with their connections)
from the neural network during the training. This helped
to prevent the units from co-adapting too much. During
the training, dropout sampled from an exponential number
of different “thinned” networks. We observed a significant
improvement in our model’s performance by reducing the
over-fitting.

4 EXPERIMENTS

Our experiments examined the influence of the news on pre-
dicting the polarity of stock change for each time interval,
and then compared it with the two state-of-the-art financial-
new-based stock market prediction systems. We used the
Keras 1.1.0 [6] deep learning library in Python to implement
this experimentation. The first layer is the Embedded layer
that used 32 length vectors to represent each word. We were
also limit the total number of words that we are interested in
modeling to the 20,000 most frequent words, and remove the
rest. The sequence length (number of words) in each review
varies, so we constrained each review to be 2,000 words, trun-
cating long reviews and pad the shorter reviews with zero
values.The next layer is the LSTM layer or BGRU layer with
128 memory units (smart neurons). Keras provides this capa-
bility with parameters on the LSTM layer and GRU layer the
dropout-W for configuring 20 percent the input dropout and
dropout-U for configuring 20 percen the recurrent dropout.
Finally, because this is a classification problem we used a
Softmax output layer with a single neuron and a sigmoid
activation function to make 0 or 1 predictions for the two
classes (up and down) in the problem. The illustration our
prediction model architecture was shown in Figure 4.

Figure 4: Illustration on the architecture our model.

4.1 Data description

Our experiment used financial news from Reuters and Bloomberg
between October 2006 and November 2013. Reuters and
Bloomberg dataset contained approximately 106,521 news
and 447,145 news respectively. We also used the public price
data from Yahoo Finance from 2006 to 2013 which match the
time period of the financial news to conduct our experiment
on forecasting (S&P500) index and its individual stocks. We
split the dataset into three sections which are similar to [20],
the news between 2006-10-01 and 2012-12-31 for training,
had news from 2013-01-01 to 2013-06-15 for validating and
testing contained news from 16-06-2013 to 31-12-2013.

4.2 Evaluate the impact of time

To assess the impact of the financial news on the price of
the stock over time, we examine our prediction method on
many time intervals (i.e. 1 day, 2 days, 5 days, 7 days and
10 days) on the Reuters News dataset. In one-day period
case, it means that the news affects stock prices within 24
hours. Similarly, for the remaining periods. We compared
the stock price open and close to labeled ”up” or ”down”
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Table 1: Final results on the test dataset

Author Accuracy

Ding et al. [2014] 55.21%

Peng and Hui Jiang [2016] 56.87%

LSTM 58.64%

GRU 58.59%

BGRU 59.98%

for each article. Experimental results are shown in Figure
5, we applied LSTM and BGRU model. We got the highest
accuracy in the first 24 hours and the accuracy decrease
over time. It also demonstrated the impact of financial news
and the rapid reflect of the stock market. Through all the
experiments above, it is clear that news quickly impacts the
stock price within 24 hours. In fact, we are able predict stock
movements over a period of more than a day. However, the
influence of the news is being reduced over time.

Figure 5: Result of different time intervals.

4.3 S&P500 stock prediction

In the first part of our experiments, we compared the result
of BGRU Models, LSTM Models with the two state-of-the-
art financial-news-based stock market prediction systems. [9]
reports a system that uses structured event tuples (Oi, P, T ),
where Oi ⊆ O is a set of objects, P is a relation over the
objects and T is a time interval. They propose the represen-
tation that further structures the event to represent news
documents, and investigates the complex hidden relationships
between events and stock price movements by using a stan-
dard feed-forward neural network. [20] used word embedding
method to select features from news corpora, and employ
DNNs to predict the future stock movements based on the ex-
tracted features. Following [9] and [20], the standard measure
of accuracy (Acc) is used to evaluate S&P 500 index predic-
tion and individual stock prediction. Experimental results are
shown in Table 1. We find that our models (i.e. LSTM, GRU,
BGRU) achieve consistently better performance compared
to the baseline methods. The BGRU method have obtained
the best performance with an accuracy of 59.98%.

Table 2: Training and testing dataset for the individ-
ual stock

Company Training set Testing set

Google Inc. 2,252 1,124

Wal-Mart 1,484 741

Boeing Company 2,080 1,039

4.4 Individual stock prediction

We used the three companies selected by [9] in different
financial sectors for evaluating the effectiveness of our ap-
proach on the aspect of individual stock prediction. We chose
Google Inc. in Information Technology, Wal-Mart Stores in
Consumer Staples and Boeing Company in Industrial (clas-
sified by the Global Industry Classification Standard). We
extracted all the news, regard to the three mentioned compa-
nies in Reuters News. Detailed statistics about the number
of news for training and test set are shown in Table 2. We
compared our BGRU model with the standard LSTM and
GRU. The results are shown in Figure 6. Our model achieved
the best performance compared to the standard LSTM model
and GRU model.

Figure 6: Result of individual stock prediction.

5 CONCLUSION

The DNN is a powerful framework for the large dataset and
optimize the performance. In this paper, we apply the ex-
tended model of RNN such as LSTM, GRU and introduce a
new BGRU model for the stock price movement prediction
and classification. Experimental results have shown that our
proposed method was simple but very effective, which could
significantly improve the stock prediction accuracy on a stan-
dard financial database over the other systems which only
used the historical price information.
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